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What is a graph?
a.k.a. a network:

“nodes” or “vertices”
“edge weights” or “weights”
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Graphs all over

Schizophrenia protein-protein
interaction network
(Ganapathiraju et al.)




Graphs all over

Road Networks
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Graphs all over

The internet




Power of abstraction

Fastest way to drive from

Shortest path between
Berkeley to San Mateo?
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Power of abstraction

How close am | to Barack Obama? Shortest path between
two nodes.




Power of abstraction

How many routers see my packets “ Shortest path between
when | google myself? two nodes.




Graphs in theoretical Computer Science

* Algorithmic Perspective

(1) Can we design fast algorithms for general graph problems?

Shortest path, minimum cut, largest clique, clustering, ...

(2) Why are some graph problems easy and others hard?

 Mathematician’s Perspective

(3) Graph structure/geometry VS.




Some examples (from my research)

(1) Can we design algorithms?

* Clustering algorithms
e Arbitrary graphs
 Specialized settings (stochastic block models)

* Computing the minimum cut when the graph isn’t fully known

(2) Why are some graph problems hard?
* Showing algorithms fail to find largest clique in random graphs]

(3) Understanding graph structure
e Spectral (“geometric”) properties of random graphs]



Graph clustering

How should the nodes be “grouped”?

| A



Graph clustering

How should the nodes be “grouped”?

Protein-protein interaction network:

“[Clustering] can suggest possible functions for members
of the cluster which were previously uncharacterized.”
From Knowledge Discovery in Bioinformatics: Techniques,
Methods and Application




Graph clustering
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Graph clustering

How should the nodes be “grouped”?

Social Networks:

—
@)

social circles’

o

What are the

“social groups”?



Graph clustering
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Graph clustering

¥ WolframAlpha:

| facebook report 8|

Gain insight on yourself and your social network

- e mo Lraropees < Ranco~

Connect with Facebook, sign in for free, and get unique,
personalized information and analysis on your social
data-—computed by Wolfram|Alpha

Input inSerpratation

Facebook report  Stephen Wolfram

Input interpretation Less

birthday Saturday, Aug Friand network

Clustering of your friends

What are the groups of
friends that make up your
network? How do these
groups relate o one another?




Graph clustering
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Graph clustering

e

fly map home

Pick an article

Welcome.

WikiGalaxy is a 3D web experiment that
visualizes Wikipedia as a galactic web of
information. With it | aim to show the world
the beauty and variety of knowledge that is
available at our fingertips.

| used 100,000 of 2014's most popular
articles, all clustered with hyperlinks. In this
world Wikipedia articles are stars, interests are
nebulas and you are on a journey through
knowledge.




Outline

* Formalizing graph clustering?
pros & cons of some popular formulations

* The “Spectral Embedding”

from graphs to geometry

* Clustering Graphs with the spectral embedding
graphs —» geometry — k-means++



Formalizing graph clustering

What is it we want, exactly?



What is it we want, exactly?

Best partition of graph into k pieces.




What is it we want, exactly?

Best partition of graph into k pieces.

Attempt 1: cut as few edges as possible? @
minimize  (# edges cut)

/

“objective function”




What is it we want, exactly?
Best partition of graph into k pieces.
Attempt 1: cut as few edges as possible? ®

minimize  (# edges cut)




What is it we want, exactly?

Best partition of graph into k pieces.

Attempt 2: the “sparsest” cut?

(# edges cut)
(# edges in C1)-(# edges in C,)-(#edges in C3)

minimize

cost = oo




What is it we want, exactly?

Best partition of graph into k pieces.
Attempt 2: the “sparsest” cut? @
(# edges cut)
(# edges in C1)-(# edges in C,)-(#edges in C3)

minimize




What is it we want, exactly?

Best partition of graph into k pieces.

25+ .25+1 _t

Attempt 2: the “sparsest” cut? cost = ~ 10
(2000+.75+6) x4X3
(# edges cut)

minimize (# edges in C1)-(# edges in C,)-(#edges in C3) t ----_--~~




What is it we want, exactly?

Best partition of graph into k pieces.
Attempt 2: the “sparsest” cut?
(# edges cut)
(# edges in C1)-(# edges in C,)-(#edges in C3)

minimize

,,,,,

25+ .25
1000X1000X14.75

2

cost =

cost =

25+ .25+1

(20004 .75+6) X4x3




What is it we want, exactly?

Best partition of graph into k pieces.

Attempt 3: similar together, different apart?

minimize (# edges cut) + (# non — edges not cut)




What is it we want, exactly?

Best partition of graph into k pieces.

Attempt 3: similar together, different apart?

minimize (# edges cut) + (# non — edges not cut)

Vo
2

cost=2+2=4



What is it we want, exactly?

Best partition of graph into k pieces.

Attempt 3: similar together, different apart?

minimize (# edges cut) + (# non — edges not cut)




What is it we want, exactly?

Best partition of graph into k pieces.

Attempt 3: similar together, different apart?

minimize (# edges cut) + (# non — edges not cut)
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What is it we want, exactly?

Best partition of graph into k pieces.

Attempt 3: similar together, different apart?

minimize (# edges cut) + (# non — edges not cut)
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What is it we want, exactly?

Best partition of graph into k pieces.

Attempt 3: similar together, different apart?

minimize (# edges cut) + (# non — edges not cut)

cost=5+2=7

cost=3+4=7

~ -
Semm=—"



Theory vs. Practice

Theory:

Want to prove general guarantees. Requires optimizing a fixed objective.

maybe under assumptions about the graph

Practice:

Want a good clustering. Mixture of theory & tweaking (pre- and post-processing).



Spectral Embedding + k-means

Our strategy:

“ spectral /
embedding ~--------~
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From graphs to geometry

The Spectral Embedding



How to “see” the clusters?
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The Spectral Embedding



Spectral Embedding in action

- -

2D spectral embedding of grid
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Spectral Embedding in action

2D spectral embedding of broken grid
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Spectral Embedding in action

2D spectral embedding of broken grid
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Spectral Embedding in action

3D spectral embedding of broken grid
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k-means clustering



Geometric Clustering: k-means miniCmizez:mind(i,C)z

/ cecC
|C|l=k €S

Given: set S of n points in space (e.g. R")
Choose a set C of k “centers” that minimize sum of squared distances.



Geometric Clustering: k-means mimcmizeZgggd(i,cV
Cl=k i€
Given: set S of n points in space (e.g. R") - S

Choose a set C of k “centers” that minimize sum of squared distances.

X X8



Geometric Clustering: k-means minimize Y mind(i,c)’
Cl=k i€
Given: set S of n points in space (e.g. R™) o S

Choose a set C of k “centers” that minimize sum of squared distances.
Clusters determined by centers.



k-means

History: [edit;

The term "k-means" was first used by James MacQueen in 1967,1? though the idea goes back
to Hugo Steinhaus in 1957 1! The standard algorithm was first proposed by Stuart Lloyd in 1957
as a technique for pulse-code modulation, though it wasn't published outside of Bell Labs until
1982.1%1 In 1965, E. W. Forgy published essentially the same method, which is why it is

sometimes referred to as Lloyd-Forgy.[!



Can’t always get what you want...

Finding the optimal set of centers is NP-hard.

If there is an algorithm that exactly solves k-means efficiently, then there is an
algorithm that solves many “hard” problems efficiently (too efficiently).

O
““. O ® ®
o® Qe ®e
oo, °

Hard Problem —

k-means problem
(even for k = 2)



Practice, and theory

There are k-means algorithms that work well in practice.

“the k-means algorithm”
k-means++

There are k-means algorithms that work ok in theory.

Can get a 2.611-approximation

There are k-means algorithms that work well in theory if we compromise.

If k is small

If we use 10k centers instead of k centers

If we know how some points should be clustered



Algorithm: k-means++

1) Initialize C with a random point

2) While there are < k centers

1) Add x to C with probability proportional to melgl d(x, c)?
C




Algorithm: k-means++

1) Initialize C with a random point

2) While there are < k centers

1) Add x to C with probability proportional to melgl d(x, c)?
C



Algorithm: k-means++

1) Initialize C with a random point
2) While there are < k centers

(

\_

Proven to perform well under

clusterability assumptions
[Agarwal-Jaiswal-Pal ‘15]

N

J

1) Add x to C with probability proportional to min d(x, ¢)?

cCeEC



Lloyd’s Algorithm (a.k.a. k-means)

1) Initialize C (with k-means++ centroids)
2) Add x to cluster of closest pointin C
3) Find the “centroid” c¢* of each cluster, update C’

4) Repeat until C stops changing




Lloyd’s Algorithm (a.k.a. k-means)

1) Initialize C (with k-means++ centroids)
2) Add x to cluster of closest pointin C
3) Find the “centroid” c¢* of each cluster, update C’

4) Repeat until C stops changing




Lloyd’s Algorithm (a.k.a. k-means)

1) Initialize C (with k-means++ centroids)
2) Add x to cluster of closest pointin C
3) Find the “centroid” c¢* of each cluster, update C’

4) Repeat until C stops changing



Putting things together



“Spectral Clustering”

/S @
“ spectral  / °
embedding ~-------- .

Dav4

k-means
clustering

Laplacian matrix eigenvectors
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scikit-learn v0.19.0
Other versions

Please cite us if you use

the software

2.3. Clustering

scikit-learn

Machine Learning in Python

Home Installation Documentation -~

Examples ]

Custom Search

2.3. Clustering

Clustering of unlabeled data can be performed with the module sklearn.cluster .

Each clustering algorithm comes in two variants: a class, that implements the fit method to learn the clusters on train

data, and a function, that, given train data, returns an array of integer labels corresponding to the different clusters. For the
class, the labels over the training data can be found in the labels attribute.

Geometry (metric

Method name  Parameters Scalability Usecase used)
K-Means number of Very large n_samples , General-purpose, even cluster Distances between
clusters medium n_clusters size, flat geometry, not too points
with MiniBatch code many clusters
Affinity damping, sample Not scalable with Many clusters, uneven cluster  Graph distance (e.g.
propagation preference n_samples size, non-flat geometry nearest-neighbor graph)
Mean-shift handwidth Not scalable with Many clusters, uneven cluster  Distances between
n_samples size, non-flat geometry points
Spectral number of Medium n_samples , Few clusters, even cluster Graph distance (e.g.
clustering clusters small n_clusters size, non-flat geometry nearest-neighbor graph)
Ward number of Large n_samples and Many clusters, possibly Distances hetween
hierarchical clusters n_clusters connectivity constraints points
clustering
Agglomerative number of Large n_samples and Many clusters, possibly Any pairwise distance
clustering clusters, linkage n_clusters connectivity constraints, non
type, distance Euclidean distances
DBEBSCAN neighborhood Verv larde n samples . Non-flat aeometry. uneven Distances hetween
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Ry Yy Fast and efficient spectral clustering 10 Ratings

98 Downloads @
Updated 13 Sep 2012

View License

[ Add to Watchlist ]

version 1.10 (11.3 MB) by Ingo

Perform fast and efficient spectral clustering algorithms

Overview Functions

dOfGSBfS/TQInbOWdGSh/ function [C, L, U] = SpectralClustering(lW, k, Type)

%SPECTRALCLUSTERING Executes spectral clustering algorithm
Executes the spectral clustering algorithm defined by
Type on the adjacency matrix W and returns the k cluster

indicator vectors as columns in C.
If L and U are also called, the (normalized) Laplacian and <<::::::::::]
eigenvectors will also be returned.
'W' - Adjacency matrix, needs to be sguare
'k" - MNumber of clusters to look for
'Type" - Defines the type of spectral clustering algorithm
that should be used. Choices are:
1 - Unnormalized

2 - Normalized according to Shi and Malik (2008)
3 - Normalized according teo Jordan and Weiss (20802)

CreateDataset.m

CreateDataset? m

files/GUI/funcs/

convertClusterVector(M)
normalizeData(Data)
openPlotFigure(hObject, handles, .

saveCurrentFigure(hObject, handl. .

5% 3% 3% 5% of 3% 5% o 2% 5% 3% 2% of % o

References:

updateDatalnfo(hObject, handles)



Spectral & k-means++ in action




Spectral & k-means++ in action

2D spectral embedding + 4-means

I
® ® \ , @ @ &) B
\ :
® ® N o 5) 12
\ H J \ 0.2 18 17 it 16 4
15 l 16 @24 @
~ O y- L
~ ® / \(J T - U2 " o . ?
— | — — — @30 .E 1
p— /27— — - of &% 2@22 ﬁ.!?l
—-—
—@ r\ ? @ = P ol
V -0l ot §l3
o0 ¢ * O O sl e & PUNE
el =
0,31 *!
@ @ @ @
I \ B IR S—] 0 01 0.z 0.3

I
0.4



Spectral & k-means++ in action

0.4 r

0.3

2D spectral embedding + 4-means
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Spectral & k-means++ in action




Spectral & k-means++ in action

2D spectral embedding + 3-means
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Concluding

e Graph clustering is ubiquitous

* Important to formulate correct objective
Theory vs. Practice

* The Spectral Embedding
Is awesome! Stay tuned...

* Practice & Theory
Case study: k-means



Thanks!



